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Agenda

1. Microsoft and SUSE partnership

2. Collaborative support

3. SUSE products for your workloads

4. Knowledge Transfers ïInternal and External

5. Notable solutions
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First optimized Linux Kernel on 

Azure

SUSE HPC images to enable 

InfiniBand interface

SQL Server 2019 on SUSE Linux 

Enterprise Server (SLES) 12 SP5

High Availability with Pacemaker

Collaborative support

Key Highlights
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A Deep Alliance Partnership Dedicated to your Success

SUSE and Microsoft are committed to delivering innovation for 
our joint customers that will enhance agility and drive digital 
transformation.

Decades of Collaboration
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Collaborative Support

ÅSeamless collaborative process between both 

Microsoft and SUSE to jointly troubleshoot the issue 

and drive to resolution

ÅOn-site SUSE engineer co-located with Microsoft 

support teams

ÅStrong Governance model and shared goals

Å Long term vision to completely integrate and 

automate support experience
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Support Offerings

Usage Model Support Contact Escalation Support

BYOS

PAYG

SAP HANA Large Instance customers are required to 

have a Microsoft Premier agreement and SLES for SAP 

entitlement to support their Mission Critical Workloads
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Your vision. 

Your cloud.
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External Knowledge TransferïUpdate Infrastructure

Connectivity issues with Azure Update Infrastructure common call driver.

Identified the two most common cases for failures:

1. Customer security appliance access control issues

2. Connection endpoint issues (NAT-ing outside of Azure published ranges)

Prepared a SUSE blog article to explain these challenges.

Over 2700 views since blog was posted August 20th, 2019.
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Internal Knowledge Transferïhb_report training

Data collection prior to SUSE support engagement common pain point

Identified the need for uptraining on Pacemaker diagnostic tool, hb_report

Prepared material and coordinated meeting with Linux Escalation team

Collaborated with backline HA engineer in US to aid in presentation and Q&A

Azure Linux Escalation team now equipped with knowledge to collect, verify, 

and analyze hb_report before contacting SUSE support
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Azure Load-Balancer Detection Hardening

Customer reported Azure load balance failures. No cluster failures reported.

Devised loopback "nc" monitor test. Connection failures confirmed in OS.

HA SME confirmed architectural issue with using "nc" provided by netcat-

openbsd which was used for the load balancer probes (e.g. backlog support 

hardcoded to 1, concurrent SYNs cause TCP reset on both connections)

SME created TID to explain switch from "nc" to "socat" for listening service.

Azure Pacemaker deployment documentation updated with socat.

No further connectivity issues reported on affected clusters after socat switch.
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Aide to Customer Retention on Engineering Level

Technical issue prevents a large customer from onboarding into Azure.

Cannot move to cloud due to multiple SSSD problems found during POC deployment.

Customer adamant problems are defects and not configuration issues.

Though initially doubtful, I found that he was correct through troubleshooting. Engaged L3.

PTFs created: 1148239, 1142918, 1132879, 1137783. Three for sssd and one for crmsh.

Customer applied PTFs and reported positive feedback in all cases.

Customer satisfaction with onboard turned around from negative to positive experience.
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From Outage to Discovery to Isolation to Solution

Several outages on NFS/DRBD clusters. Unrelated customers. Different host systems.

Discovered performance issue with discard on SSDs when using DRBD. (weekly fstrim)

Found migration to SLES12 SP4 or disable weekly fstrim is a viable workaround.

Verified mkfs.xfs on DRBD disk shows same symptoms. No issue outside of DRBD.

Customer and Azure support contacts continued to push for root cause. Created test case and submitted 

L3 request.

R&D finished. Several discard patches from SP4 back-ported to SP3 DRBD package.

Resolution confirmed in test case and bug closed. Fix will be pushed out in regular maintenance update.

Bug ID: 1163212
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SUSE on 

Azure 

Customers.

Their 

Stories.
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ñWe chose to migrate to Azure for 

three main reasons: cost, strategy, 

and speed.é We saw a big cost 

advantage with SAP HANA on 

Azure over the cloud we currently 

used.é And the speed was all 

about how quickly weôd get new 

capabilities in Azure and could act 

on them.ò

David South: Director of Architecture

CONA Services

ñEveryone worked long days and long 

nights with us to make the delivery 

happenðand I think thatôs unique. I 

have never seen the same level of 

commitment from partners as I saw 

from Capgemini and Microsoft on this 

project.ò

Reinhard Meister: Chief Executive 

Officer

CONA Services
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ñBy using Azure, we started to deliver 
months faster than would have been 
possible in our on-premises 
environment.ò

ñTo launch a project of this magnitude 
previously would have required up to 
12 months just to acquire the 
necessary hardware. In Azure, we had 
the complete hardware set up in 12 
weeks.ò

Dr. Stephan Stathel: Operations Lead 
for New Procurement System and 
Team Lead for the Build2Run Team

Daimler AG


